COMPARISON OF TOPSIS AND VIKOR MULTI CRITERIA DECISION ANALYSIS TECHNIQUES
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ABSTRACT: Nowadays, beside Geographical Information Systems (GIS) analysis capabilities, Multi Criteria Decision Analysis (MCDA) techniques have been applied to a large amount of spatial decision problems. MCDA techniques are widely used in different kind of site suitability analysis in the field of environmental, engineering, topographical, social and economic perspectives. When planners are giving decision to related problems, there are limitations, expectations and requirements are involved in this stage. Right decision giving require to characterize the complex criteria structure and select appropriate data.

The most used MCDA techniques in GIS are Analytical Hierarchy Process (AHP), The Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) and Vise Kriterijumska Optimizacija I Kompromisno Resenje (VIKOR). In this study, TOPSIS and VIKOR techniques are compared to each other according to the models and capabilities.
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INTRODUCTION

Decision makers have to work in very complex conditions - fast-changing, overloaded with information and comprehensive decision making. Multi-Criteria Decision Analysis (MCDA) refers to making decision in the presence of multiple criteria.

Problems in daily life require considering complex structure of criteria which have effect on solutions and results (Baizyldayeva et al., 2013).
MCDA methods provide a platform to evaluate the criteria and have some characteristics:

- Criteria, can be an attribute or spatial data
- Conflicting criteria, the conflicts and similarities of each criterion against each other.
- Units, each criterion can be in a different measure unit.
- Flexible design, the structure of weight calculation is completely flexible.

MCDA concept involves different kind of methods to give decision with multiple and conflicting criteria. Analytical Hierarchy Process (AHP) is the most mentioned methods in MCDA and is a general term that refers to the applications used to determine the most suitable solution to the real problems by providing a selection from different data clusters compared to others such as The Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS) and Vise Kriterijumska Optimizacija I Kompromisno Resenje (VIKOR) due to the high applicability rate of AHP to a wide range of disciplines for spatial and non-spatial data (Hwang and Yoon, 1981; Arentze and Timmermans, 2000). TOPSIS is based on determining the best alternative which has the shortest distance to positive ideal solution and longest distance from negative ideal solution (Hwang and Yoon, 1981). The positive ideal solution represents the maximized benefit criteria and minimized cost criteria. In other words, the negative ideal solution represents the maximized cost criteria and minimized benefit criteria (Wang and Elhag, 2006; Ho et al, 2010; Sakthivel et al, 2015). Finally, the VIKOR method is a MCDA method to determine the compromise ranking and compromise solution via given criteria weights. The VIKOR focuses on ranking and selecting from a set of alternatives by multi-criteria ranking index based on a measuring the distances to the ideal solution. The compromise ranking list can be determined by calculating the closeness of alternatives to the ideal solution (Opricovic, 1998). In an outranking method PROMETHEE it is possible to define different preference functions for criteria (Brans et al. 1984: Brans and Vincle 1985; 1986). It is well adapted to the problems where a finite set of alternatives are to be ranked according to several, sometimes conflicting criteria (Albadvi et al, 2007). One of the main advantages of PROMETHEE is the simplicity of its methodology in comparison to the other outranking techniques (like TOPSIS, VIKOR and ELECTRE) and the Preference functions support which provides more realistic definition for real problems (Senvar et al, 2014).

In this study, VIKOR and TOPSIS methods are compared considering the structure of evaluation techniques.

Analytical Hierarchy Process (AHP)

The procedure outlined by (Saaty, 1977; Saaty, 1980) scales the importance of each criterion, from 1 to 9 relatively (1=Equal, 3=Moderately, 5=Strongly, 7=Very, 9=Extremely). The pairwise comparison matrix includes the scales ($a_{ij}$) and determines the importance of criteria.

<table>
<thead>
<tr>
<th>A</th>
<th>Criteria 1</th>
<th>Criteria 2</th>
<th>Criteria 3</th>
<th>...</th>
<th>Criteria n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criteria 1</td>
<td>$a_{11}$</td>
<td>$a_{12}$</td>
<td>$a_{13}$</td>
<td>...</td>
<td>$a_{1n}$</td>
</tr>
<tr>
<td>Criteria 2</td>
<td>$a_{21}$</td>
<td>$a_{22}$</td>
<td>$a_{23}$</td>
<td>...</td>
<td>$a_{2n}$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Criteria n</td>
<td>$a_{n1}$</td>
<td>$a_{n2}$</td>
<td>$a_{n3}$</td>
<td>...</td>
<td>$a_{nn}$</td>
</tr>
</tbody>
</table>

Each element of the comparison matrix is divided by the sum of its own column sum to generate a normalized matrix.
\[
\alpha_{ij} = \frac{a_{ij}}{\sum_{i=1}^{n} a_{ij}} \tag{1}
\]

The average of the sum represents the weights of each criterion in pairwise comparison matrix.

\[
w_i = \left(\frac{1}{n}\right) \sum_{i=1}^{n} \alpha_{ij}, \quad (i, j = 1, 2, 3, \ldots, n) \tag{2}
\]

The consistency of the pairwise comparison matrix must be calculated to decide the criteria, comparisons are consistent or not. Consistency Index (CI) is one of the methods to define the consistency coefficient of the pairwise comparison matrix. CI is calculated with Formula 4 (Saaty, 1994).

\[
CI = \frac{\lambda_{\text{max}} - n}{n-1} \tag{3}
\]

Calculating consistency index depends on the \(\lambda_{\text{max}}\) (eigen value) value and Random Index (RI) value according to the matrix order.

\[
\lambda_{\text{max}} = \frac{1}{n} \sum_{i=1}^{n} \left[ \sum_{j=1}^{n} \alpha_{ij} w_j \right] w_i \tag{4}
\]

After calculating the CI and RI, consistency ratio (CR) can be calculated with Formula 6. If CR exceeds 0.1, based on expert knowledge and experience (Saaty and Vargas, 1991), recommends a revision of the pairwise comparison matrix with different values (Saaty, 1980).

\[
CR = \frac{CI}{RI} \tag{5}
\]

**TOPSIS**

TOPSIS method was introduced by Hwang and Yoon (1981), considering that alternatives have shortest distance to positive ideal solution and longest distance to negative ideal solution. The ranking which made by TOPSIS is a result of evaluating the distances of alternatives to the ideal solution within each criteria (Eleren and Karagül, 2008; Kalkan et al., 2017).

The best ranked solution, which is determined as positive ideal solution, is a solution that maximizes the benefit and minimizes the cost criterion. Similarly, the negative ideal solution is a solution that maximizes the cost and minimizes the benefit (Wang and Elhag, 2006). In TOPSIS method, results can be determined by ranking the values which represent the relative distances. (Cheng et al, 2002).

In evaluation matrix \(A\), \(A = \{1,2,\ldots,n\} \) represents the alternatives and \(C\), \(C = \{1,2,\ldots,m\} \) a set of criteria; where \(X_i \) (\(X_{11}\) to \(X_{nm}\)) defines the ratings.

<table>
<thead>
<tr>
<th>(C_1)</th>
<th>(C_2)</th>
<th>(C_3)</th>
<th>(C_m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A_1)</td>
<td>(X_{11})</td>
<td>(X_{12})</td>
<td>(X_{13})</td>
</tr>
<tr>
<td>(A_2)</td>
<td>(X_{21})</td>
<td>(X_{22})</td>
<td>(X_{23})</td>
</tr>
<tr>
<td>(\ldots)</td>
<td>(\ldots)</td>
<td>(\ldots)</td>
<td>(\ldots)</td>
</tr>
<tr>
<td>(A_n)</td>
<td>(X_{n1})</td>
<td>(X_{n2})</td>
<td>(X_{n3})</td>
</tr>
</tbody>
</table>
R and V matrices represent normalized weighted decision matrices considering the ratings (Hwang and Yoon, 1981).

\[ r_{ij}(x) = \frac{n_{ij}}{\sum_{j=1}^{m} n_{ij}} \quad i = 1, \ldots, n, \quad j = 1, \ldots, m \]  
\[ v_{ij}(x) = w_{ix} r_{ij}(x), \quad i = 1, \ldots, n, \quad j = 1, \ldots, m \]

While positive ideal solution consists of the largest element of weighted normalized decision matrix V, negative ideal solution consists of the smallest element.

\[ A^+ = \{V_i(x), V_j(x), \ldots, V_n(x)\} = \left\{ \left( \max_{j \in f_j} v_{ij}(x) \right) \left\| \min_{j \in f_j} v_{ij}(x) \right\| \right\}_{i=1, n} \]  
\[ A^- = \{V_i(x), V_j(x), \ldots, V_n(x)\} = \left\{ \left( \min_{j \in f_j} v_{ij}(x) \right) \left\| \max_{j \in f_j} v_{ij}(x) \right\| \right\}_{i=1, n} \]

Di* and Di calculations refer to the separation of the alternatives from the positive and negative ideal solutions via Euclidean distance calculation. The number of Di* and Di will be equal to the number of alternatives (Triantaphyllou, 2000; Peters and Zelewski, 2007).

\[ D_i^+ = \sqrt{\sum_{k=1}^{n} \left[ V_{ik}(x) - V^+(x) \right]^2}, \quad D_i^- = \sqrt{\sum_{k=1}^{n} \left[ V_{ik}(x) - V^-(x) \right]^2}, \quad i = 1, \ldots, n \]

As a result, relative closeness to the ideal solution Ci* (1 > Ci* > 0) decides better solution with closeness to 1.

\[ C_i^* = \frac{D_i^-}{D_i^+ + D_i^-}, \quad C_i^* \in [0,1], \forall i = 1, \ldots, n \]

**VIKOR**

VIKOR method has been proposed by Opricovic and Tzeng (2004) to solve multi criteria decision making problems (Opricovic and Tzeng, 2004). On the assumption that each alternative is evaluated for each criterion, with the weights determined in the VIKOR method, the compromised ranking is obtained by comparing their ideal proximity values for ideal alternative (Opricovic and Tzeng, 2007).

Development of the VIKOR method started with the following form of Lp-metric;

\[ L_{ij} = \left\{ \frac{w_{ij}(f_i - f_j)}{f_i - f_j} \right\}^{1/p}, \quad 1 \leq P \leq \infty, \quad j = 1, 2, \ldots, J \]

Within the VIKOR method L1 = Sj and L∞ = Ri are used to formulate the ranking measure. The minimum Sj solution represents the maximum group utility and the minimum solution Ri represents the individual regret of the opponent (Yu, 1973; Zeleny, 1982; Opricovic, 1998).

Best \( f_i^* \) and the worst \( f_i^- \) values of all criterion functions (i = 1, 2, ..., n),

\[ f_i^* = \max_j f_{ij}, \quad f_i^- = \min_j f_{ij} \quad \text{represents a benefit} \]

\[ f_i^* = \min_j f_{ij}, \quad f_i^- = \max_j f_{ij} \quad \text{represents a cost} \]
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will be used to compute the values $S_j$ and $R_j$,

$$S_j = \frac{\sum_{i=1}^{n} w_i (f_i^+ - f_j)}{(f_i^+ - f_j)}, \quad R_j = \max_j \left[ \frac{w_i (f_i^+ - f_j)}{(f_i^+ - f_j)} \right], \quad j = 1, 2, ..., I.$$  \hspace{1cm} (13)

where $w_i$ are the weights of criteria, expressing their relative importance.

Compute the values $Q_j$: $j = 1, 2, ..., m,$

$$Q_j = \frac{v(S_j - S^*)}{(S^* - S)} + \frac{(1-v)(R_j - R^*)}{(R^* - R_j)}$$

where $S^* = \min_j S_j$, $S^- = \max_j S_j$, $R^* = \min_j R_j$, $R^- = \max_j R_j$

The best ranked $Q$ (minimum) measure is proposed as a compromise solution.

**Comparison of Techniques**

Both methods assume a scale factor for each criterion. This scale requires eliminating the different units of all criteria values. For ranking the values that calculated by methods are defined with an aggregating function. The main difference between two methods appears in the aggregation approaches. The VIKOR method provides an aggregating function representing the distances from ideal solution. Addition to TOPSIS, VIKOR method provides a compromise solution with an advantage rate.

The normalization procedures are different in each method. While the VIKOR method uses linear normalization, TOPSIS method uses vector normalization. In linear normalization, the normalized value does not depend to the unit of the criteria. In TOPSIS method, normalized value could be different for different evaluation unit of a particular criterion (Opricovic and Tzeng, 2004).

The TOPSIS method introduces the ranking index including the distances from the ideal point and from the negative-ideal (nadir) point. These distances in TOPSIS are simply summed without considering their relative importance (Opricovic and Tzeng, 2004).

The TOPSIS method uses n-dimensional Euclidean distance that by itself could represent some balance between total and individual satisfaction, but uses it in a different way than VIKOR, where weight $v$ is introduced. Both methods provide a ranking list. The highest ranked alternative by VIKOR is the closest to the ideal solution. However, the highest ranked alternative by TOPSIS is the best in terms of the ranking index, which does not mean that it is always the closest to the ideal solution. In addition to ranking, the VIKOR method proposes a compromise solution with an advantage rate (Opricovic and Tzeng, 2004).

**DISCUSSION**

Both methods VIKOR and TOPSIS are mostly used MCDA methods in decision making projects. Ability to adapt methods to Geographical Information Systems increase the applicability in the field of environmental, meteorological and engineering problems. Different solutions enhance the decision process and increase the preference of decision makers. Thus, right decision giving can be possible with two probabilities.

These two MCDM methods use different kinds of normalization to eliminate the units of criterion functions, whereas the VIKOR method uses linear normalisation, the TOPSIS method uses vector normalization. The normalized value in the VIKOR method does not depend on the evaluation unit of a criterion function, whereas the normalized values by vector normalization in the TOPSIS method may depend on the evaluation unit.
The differences of the methods could be realized better with a numerical example to compare the results more evidently. The result maps should be evaluated carefully to make a comparison of methods. For instance, a criterion could be more evident and effective in result maps. As a result, the maps should be verified with correlation analyses to decide which method is more suitable for specified problem and which consistency value could methods offer.
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